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Abstract

Deliberation is supposed to lead to better, more legitimate public policy by

increasing public knowledge. Theorists pin these claims on the way deliberation

promotes information sharing, exposing citizens to new facts and perspectives.

But will people share information in deliberation? In this paper I combine

game-theoretic and psychological theories about information sharing to create

a full theoretical account of when information will and will not be shared in

deliberation. I test these theories using an experimental design that combines

the methodologies of social psychology and experimental economics. Initial

results suggest that information sharing in deliberation is rarely perfect, and is
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biased in predictable ways that should be taken into account when designing

deliberative institutions.

A well constituted deliberative forum provides an opportunity for advanc-

ing both individual and collective understanding. Participants can learn

from each other, come to recognize their individual and collective misap-

prehensions, and develop new views and policy that can withstand critical

scrutiny. (Gutmann and Thompson 2004, pg. 12).

New information is imparted because 1) no single individual can antici-

pate and forsee all of the variety of perspectives through which matters of

ethics and politics would be perceived by different individuals; and 2) no

single individual can posses all of the information deemed relevant to a cer-

tain decision affecting all. Deliberation is a procedure for being informed.

(Benhabib 1996, pg. 71).

Deliberative theories of democracy hold that decisions are only legitimate when

they are made in a free and open deliberation where reasons are offered to and by those

affected by government policy (Gutmann and Thompson 1996, Cohen 1989). Beyond

offering legitimacy, these normative theories claim that deliberative democracy can

lead to more just public policy by increasing public knowledge about the moral and

practical issues at stake and making citizens aware of the perspectives of socially

disadvantaged groups. Democratic theorists pin these claims on the way deliberation

promotes information sharing, exposing citizens to facts, opinions, and perspectives

that they had not previously considered.1

1I use the term information broadly. While it includes factual pieces of knowledge, it may
also include arguments, new perspectives, or any other statement that might change the preferred
outcome of some member of the deliberative body.
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But will people share information in deliberation? If they share information, will

others treat it seriously? Normative theories of deliberative democracy contain a

moral imperative for people in deliberative institutions to make public their reasons

for supporting a particular policy and seriously consider the reasons offered by others.

However, little empirical work has examined the willingness of actual deliberators to

meet these standards. As society begins to create structures that institutionalize the

deliberative ideal, we are compelled to take this question more seriously.

This paper presents the initial results of an experiment that explores the causes

of incomplete information sharing in deliberation, as well as the consequences for the

quality and legitimacy of decisions produced by deliberative institutions. I combine

a game-theoretic model of strategic information transmission with psychological the-

ories about information sharing in small group discussion to create a full theoretical

account of when information will, and will not, be shared in deliberation. I test

the empirical implications of this theory in an innovative experimental design that

combines the methodologies of social psychology and experimental economics. Initial

results suggest that information sharing in deliberation is rarely perfect, and is biased

in predictable ways that should be taken into account when designing deliberative

institutions

This paper will proceed in the following manner. Section one reviews the psy-

chological and game-theoretic literatures related to information sharing in group dis-

cussion. Section two develops a simple model of information sharing that generates

hypotheses that are testable in the lab. Section three describes the experimental

design, and section four discusses some initial results from the experiment.
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1 Related Literatures

There are two scholarly literatures that suggest that information sharing in delib-

eration cannot be taken for granted. The first is the game theoretic literature on

strategic communication in games of incomplete information. The second literature

is the psychological literature on information sharing in group discussion. These liter-

atures suggest that information that is not widely shared before deliberation begins,

information like the technical knowledge of experts and the perspectives of minority

groups, will have less of an impact on the outcome of deliberation than information

that is widely known before deliberation.

Psychologists have long been interested in the way people share information in

group decision making contexts. The key question in this literature is how the pre-

discussion distribution of a piece of information, whether it is known by one or several

group members, affects the use of that information in group decision making. Under

ideal circumstances, whether a piece of information was widely or narrowly known

before discussion begins would not alter the impact that piece of information had on

the final decision. However, groups tend to spend more time discussing information

that is known by all discussants before the deliberation begins, and less time on

information that is known by only a few group members. Information that is widely

known before discussion also has greater influence over the final group decision.

This so-called “common knowledge effect” was first noted by Stasser and Titus

(1985). Gigone and Hastie (1993) show that the greater effect of pre-discussion “com-

mon knowledge” is a result of more discussion of information that is widely shared

before discussion and the fact that this information is incorporated into a greater num-

ber of deliberators’ pre-discussion preferences. A number of studies vary other factors
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of the decision making task, including group size (Cruz, Boster and Rodr̀ıguez 1997),

whether the task has a clear correct answer (Stasser and Stewert 1992), and the time

dedicated to discussion (Parks and Rebecca 1995), but still find a tendency to focus

on information that is shared before discussion begins. This common knowledge effect

is troubling given the confidence that normative theorists place in discussion as a way

to reach just outcomes. If the results of a deliberation are dependant on the distri-

bution of information before deliberation begins, minorities and other groups whose

experiences are not well known to the general public will be less able to influence

deliberative outcomes.

Two factors have been shown to eliminate the common knowledge effect. The

first, and most obvious, solution is to make all information available to all discussants

before discussion begins. The second solution is to assign expert roles to discussants

with unshared information. When participants with “uncommon” information are

identified, this information has the same impact on the group decision as commonly

known information (Stasser, Vaughan and Stewart 2000). In my experimental design

I rely on both of these factors to manipulate the existence of the “common knowledge

effect.”

In addition to psychological work on the common knowledge effect, the game-

theoretic literature on strategic information transmission predicts incomplete infor-

mation sharing, though for different reasons. Here, the degree of information sharing

is dependant on the degree to which deliberators share the same preferences over out-

comes. Beginning with Crawford and Sobel (1982), these models demonstrate that

when all players have identical interests costless communication can perfectly convey

information in equilibrium. However, if interests are not identical communication is
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a strategic interaction. Since communication affects each players’ payoff indirectly

through the actions of the other players, there is an incentive for a deliberator with

unique knowledge of a piece of information to either shade the truth or outright

lie. Given this incentive, other deliberators are rightly suspicious of all statements,

making completely honest communication impossible. Other models expand this in-

sight into a deliberative setting (Austen-Smith 1990, Meirowitz 2006) where multiple

players have different private information, or where multiple actors have access to

the same private information (Krishna and Morgan 2001), and again demonstrate

that communication depends on similarity of interests. Several experimental stud-

ies find support for this basic result (Dickhaut, McCabe and Mukherji 1995, Cai

and Wang 2006) though they find that participants communicate more information

than predicted. However, these studies generally involve highly stylized decisions

(for example, guessing randomly generated numbers), and none involve face-to-face

communication.

Both of these literatures predict less than full information sharing in deliberation,

but for different reasons. Without carefully isolating the causal mechanisms underly-

ing these different reasons it is difficult to tell which is causing a lack of information

sharing. Unfortunately, the psychological literature begins with the assumption that

all participants share the same preference. Experiments that make this assumption

can not tell us the effect of preference heterogeneity. They also run the risk of at-

tributing a lack of information sharing caused by unobserved preference heterogeneity

to the common knowledge effect.

Consider, for example, Gigone and Hastie’s 1993 study of information sharing in

small groups that were told to give grades to students in an introduction to psychology
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class. Gigone and Hastie implicitly assume that all group members share the same

preference: giving the student the correct grade. It is possible, however, that some

wished to give generally higher grades (perhaps out of a sense of altruism) while others

wished to give generally lower grades (perhaps out of a concern for grade inflation).

A participant that favored giving an average grade of B in the class and had unique

knowledge of a particular student’s poor attendance record might have an incentive

to withhold this information if he thought others wanted to give an average grade of

C. Since these preferences are not observed, this lack of information sharing would

be incorrectly attributed to the common knowledge effect.

Experimental evidence on the effect of preferences on information sharing is clearer

than psychological studies of the common knowledge effect largely because these ex-

periments do not include realistic discussion. However, this heightened experimental

control is at the cost of external validity. We can not be sure that this effect will per-

sist in more realistic discussion situations (where, for instance, norms against lying

might create more honest communication), or compare the magnitude of this effect to

the magnitude of the common knowledge effect. By combining these two approaches

and carefully controlling both causal mechanisms, the experiment I describe below

will fill an important gap in the literature.

2 A Model of Information Sharing in Deliberation

When do strategic incentives make it hard for information to be transmitted in de-

liberation? Game theorists answer this sort of question by looking for equilibrium

in cheap-talk games of incomplete information, or signaling games. Such games usu-
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ally begin with nature randomly selecting a state of the world that only one player

is aware of. Signaling games generally have two types of equilibrium, pooling and

separating.2 In a pooling equilibrium the knowledgeable player takes the same action

regardless of the state of the world nature selects, while in a separating equilibrium

the player takes different actions depending on the state of the world. We can think

of deliberation with private information as a signalling game in which only one player,

who I will refer to as the “expert,” has more information about nature’s action. If a

separating equilibrium exists, the expert sends a signal that accurately communicates

this information to the non-expert audience, the ideal outcome for deliberation. How-

ever, if only a pooling equilibrium exists the expert can not convey any information

to the non-expert.

In this section I will describe a fairly simple signaling game that captures the

essence of the expert - non-expert interaction. By removing some of the more com-

plicated elements of other models of deliberation while retaining those that are most

important to approximating the conditions of deliberation, the model generates em-

pirically testable predictions. In particular, it focuses on generating predictions that

are testable alongside the predictions of the common knowledge effect literature. To

this end, I incorporate two features not commonly seen in models of communication:

uncertain information, and partially state-of-the-world dependant preferences. Few

policy debates involve perfect information about the consequences of different deci-

sions. My model captures this by making all information indicate the true state of

the world with a certain probability. Similarly, most policy debates involve some

elements on which the parties fundamentally disagree, and other elements where rec-

2In more complicated games partially separating equilibrium may exist, but not in the game
described here.
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onciliation is possible. My model captures this by giving each actor a non-negotiable

preference for one option but a willingness to compromise if that option is shown to be

clearly inferior. In addition, I assume that deliberators only play weakly undominated

strategies when voting and that the preferences of all voters are public knowledge.

Consider a committee of three that must decide between two policy options, x

and y. The final decision is known as z and is made by majority rule voting. Each

player has a preferred policy choice that defines their type θ. These types are public

information. Without loss of generality, assume that player 1 is type x, and for

convenience arrange the plays so that a θ = y player is player three if there is a θ = y

player. In this way, player two is always the deciding vote in any situation where

types θ = x and θ = y disagree.

Each player derives some utility from selecting their preferred policy and some

utility from selecting the policy that most closely matches the unknown state of the

world ω.3 Specifically, each players’ utility function is:

Ui(θi, z, ω) = f(z, θi) + g(z, ω) (1)

where f(z, θi) is function that equals one if z = θi and zero otherwise, and g(z, ω) is a

function that equals one if z = ω and -1 otherwise. We might consider the first term to

represent that portion of the utility that is state-of-the-world invariant. An examples

of such utility might include the expressive benefit of supporting a favored candidate

regardless of that candidate’s chance of winning. The second term represents the

benefits that are state-of-the-world dependent. For example, the utility of supporting

the winning candidate, even if this is not the candidate one initially preferred.

3This utility function is based on the one in Austen-Smith and Feddersen (2005)
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To help the committee with this decision, there are two signals about the state

of the world, c, s ∈ {x, y}. Signal c is public information as soon as it is drawn by

nature. Signal s is private information known only to player 1, who I will refer to

as the “expert.” Each signal has a certain probability of being correct. These are

denoted p and q such that Pr(c = ω) = p and Pr(s = ω) = q, p, q ∈ (.5, 1). These

probabilities are also public information at the start of the game.

The game proceeds as follows. In the first phase, Nature independently draws

signal c, s ∈ {x, y} with Pr(c = x) = 1
2 and Pr(s = x) = 1

2 . It then draws ω such

that Pr(ω = x) is derived from the values of c, s, p and q. In the second stage, player

one sends a message m1 ∈ {x, y} to the other players. In the third stage, each player

votes vi ∈ {x, y}. The state of the world is then revealed, and each player receives a

payoff according to equation 1.

By assuming that voters only play weakly undominated strategies, the game be-

comes a relatively simple signaling game played between player one (the expert) and

player two (the median voter). In these propositions I will rely on the concept of strong

announcement proofness to refine the equilibrium present in the game (Matthews and

Okuno-Fujiwara 1991). Briefly, a strongly announcement proof equilibrium in cheap-

talk sender receiver games is a separating equilibrium that is weakly preferred by all

types of senders to every other equilibrium and strictly preferred by at least one type

of sender to the other equilibrium. The following propositions lay out the equilibrium:

Proposition 1: There is always a pooling equilibrium in which the message

strategy of the first player is independent of the signal and the voting

strategy of the second player is independent of the message send by the

first player.
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Proposition 2: If the expert and the second player are of the same type,

there is always a separating equilibrium in which m = s and z = x if

EU(x|θ = x, c, s) ≥ EU(y|θ = x, c, s) and y otherwise. If EU(x|θ =

x, c, s = y) < EU(y|θ = x1, c, s = y) and EU(x|θ = x, c, s = x) >

EU(y|θ = x, c, s = x) this equilibrium is strongly announcement proof.

Proposition 3: If the expert and the second player are of opposite types,

there is only a separating equilibrium in which m = s if one of the following

sets of conditions holds

1. EU(x|θ = y, c, s = y) > EU(y|θ = y, c, s = y) or EU(x|θ = x, c, s =

x) < EU(y|θ = x, c, s = x).

2. EU(x|θ = y, c, s = x) < EU(y|θ = y, c, s = x) or EU(x|θ = x, c, s =

y) > EU(y|θ = x, c, s = y).

3. EU(x|θ = x, c, s = y) < EU(y|θ = x, c, s = y)andEU(x|θ = x, c, s =

x) > EU(y|θ = x, c, s = x) and if EU(x|θ = y, c, s = y) < EU(y|θ =

y, c, s = y)andEU(x|θ = y, c, s = x) > EU(y|θ = y, c, s = x)

If the third condition holds, this equilibrium is strongly announcement

proof.

Proposition 1 states the familiar babbling equilibrium in cheap-talk games in which

in which the expert sends an uninformative signal and the median voter ignores it. I

will not prove this proposition directly, but rely on the intuition explained in section

Farrell and Rubin (1996). Proof of the other propositions is left in Appendix A,4 but

4This and all other appendices to this paper are available at
http://www.princeton.edu/~cdmyers/DCC_app.pdf.
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I will try to give some sense of the intuition behind them here. At the most basic level

the actions of the players are determined by the strength of the signals they receive.

If a signal is very strong, the expected utility of choosing the policy suggested by

the signal outweighs the guaranteed utility a player gets from choosing his ex ante

preferred policy. This can also happen if two signals point in the same direction and

the combination of the two signals is very strong. However, if two strong signals point

towards opposite policies they may cancel each other out, returning the player to his

ex ante preferred policy.

Given this, there are four types of signal strength combinations that can exist.

I: If both signals are weak, participants will ignore their content since even if both

point in the same direction there will still be sufficient uncertainty about the

state of the world that the expected utility of choosing the indicated policy will

not outweigh the utility gained by choosing the ex ante preferred policy. In this

case a separating equilibrium exists, but is not Strongly Announcement Proof.

II: If the public signal is very strong relative to the private signal, both types of

players will ignore their ex ante preferred policy and vote for the policy indicated

by the public signal; they will also ignore the private signal (and any message

about it) since it is not sufficiently strong to change their opinion about the

likely state of the world. Again, a separating equilibrium exists that is not

Strongly Announcement Proof.

III: If the private signal is very strong relative to the public signal both types will

prefer the policy indicated by the private signal. In this case the expert will be

able to honestly communicate the private signal to the median voter regardless
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of the median’s type because both types have the same preferred policy and

both types know they have the same preference.

IV: If the private and public signals are both relatively strong and are of relatively

equal strength both types prefer their ex ante preferred policy if the signal

disagree, but if the signals agree both prefer the policy indicated by the two

signals. If the expert and median are of the same type the expert will honestly

communicate his private signal to the non-expert because they share a preferred

policy and they both know they share a preferred policy. If the expert and

median are of different types and the public signal is opposed to the median’s

preference the expert can not honestly communicate his private signal, since

given a private signal that is the same as the median’ preference they do not

share a preferred policy and both know that they do not share a preferred policy.

More formally, the propositions lay out when a separating, or informative, equilib-

rium exists in addition to the always present pooling, or uninformative, equilibrium,

as well as when it is plausible that the separating equilibrium will be consistently

selected instead of the pooling equilibrium. Proposition 2 states that when the ex-

pert and the pivotal voter share the same utility function honest revelation is always

in equilibrium. This equilibrium is strongly announcement-proof when the private

signal is sufficiently strong relative to the public signal that its contents can cause

type x voters to follow the private signal regardless of with the public signal says,

types III and types IV when the public signal points in the opposite direction of the

ex-ante preferred policy. In cases I, II or some cases in IV, the message sent by the

expert is irrelevant, so any messaging strategy is in equilibrium.
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Things become a bit more complicated when the pivotal player is the opposite type

of the expert. Parts 1 and 2 of Proposition 3 state that honest revelation is possible in

case I and II, but that this equilibrium is not strongly announcement proof. Part three

states that honest revelation is possible when the private information is sufficiently

strong relative to the public signal that both player prefer to follow it regardless of

the public information, case III. Otherwise (case IV) honest revelation is impossible,

and only the babbling equilibrium exist.

Of course, these general statements are meaningless until they are expressed in

terms of the utility function described in equation 1. Doing so requires deriving eight

different expected utilities. For brevity, I will relegate this step to the appendix5 and

present the results graphically.

Figure 1 defines four regions in the signal-strength space. Table 1 list the equi-

librium that are present in each region under each set of circumstances. Where the

equilibrium is strongly announcement proof I do not list the pooling equilibrium. Re-

gion I represents case I discussed above; both signals are weak and even if they point

in the same direction both types prefer to follow their type. In region II the public

signal is sufficiently strong relative to the private signal that booth type prefer to

enact the policy indicated by the public signal regardless of the private signal - this

is case II. Region III corresponds to case III where the private signal is sufficiently

strong that both types prefer to enact the signal indicated by the private signal so

the separating equilibrium is strongly announcement proof.

In region IV the predictions are a bit more interesting. Given a public signal that

agrees with the median voter’s type she always prefers to vote for here type. However,

5Available at http://www.princeton.edu/~cdmyers/DCC_app.pdf.
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Figure 1: Signal Strength Regions
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θ2 = x θ2 = y
Region c = x c = y c = x c = y
I Pooling and Separating Pooling and Separating Pooling and Separating Pooling and Separating
II Pooling and Separating Pooling and Separating Pooling and Separating Pooling and Separating
III Separating Separating Separating Separating
IV Pooling and Separating Separating Pooling Pooling and Separating

Table 1: Equilibriums by Region and Signal Type

if the public signal disagrees with the median voter’s type, she will vote against her

signal only if the private signal agrees with the public signal. In this case, the expert

will honestly reveal his signal if the median voter is of the same type, but will be

unable to do so if the median voter is of a different type.

2.0.1 Hypotheses From the Formal Model

The testable hypotheses of this formal model focus on whether the predictions for

region IV are accurate.

Hf1: If the signal strengths of private and public information fall within region IV,

private information will only be shared if the median voter on the committee

has the same preference than the expert.

Hf1: If the signal strengths of private and public information fall within region IV, the

median voter does not have the same preference as the expert, and the private

information has different decision implications than the public information, the

committee will reach a different decision than it would if all information was

public.
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3 Experimental Design

This experiment tests the prediction of the model described above alongside the

prediction of the common knowledge effect literature. Since the experiment is in-

tended to test the group dynamics predictions of the psychological literature as well

as the strategic predictions of the game-theoretic model, it must be a hybrid of two

experimental traditions. Testing the game-theoretic predictions requires inducing

preferences by making participants’ earnings depend on their performance during the

experiment. These preferences will be varied as in the model described above: the

participant with “private” information will either share the preference of the majority

of the committee, or will be the only committee member with her preference. Incen-

tivized preference are rare in psychological experiments, and no study in the common

knowledge effect literature does so. Testing the group dynamics predictions of the

psychological literature requires that the “privateness” of the private information be

varied. I will do this in two ways: by making the private information public, and by

identifying the participant who knows the private information to the other partici-

pants.6 Combined, these two manipulations identify the independent effects of these

two processes and show their interaction.

Participants are told that they are taking part in an experiment on group decision

making, and that their earnings will depend on the decision reached by the group.

Participants are then placed in groups of three tasked with choosing one of two policy

options. I use three different decision scenarios. For clarity I will limit discussion in

this document to one of them: a political club that must choose to endorse one

6Testing these predictions also requires that participants be allowed to deliberate in a natural
way; economics experiments testing models of information sharing rarely include actual conversation.
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of two candidates in an upcoming election.7Each group member has an affinity for

one candidate and gains some expressive benefit from supporting him. However, all

members want the club to endorse the winning candidate so that they can have some

influence over policy during his administration. Committee members are incentivized

to hold the appropriate preferences by making their earnings from the experiment

dependant on the decision the committee makes. In line with the model described

above, each participant receives five dollars if their favored candidate is selected by

the group and ten dollars if the winning candidate is selected by the group.

The participants are given biographies of the candidates which contain several

pieces of neutral information along with one or two pieces of information that are

unambiguously positive for one or the other candidate. One of these pieces of in-

formation will be “private” information; the number and identity of the deliberators

who receive this information is experimentally manipulated.

3.1 Experimental Conditions

The deliberator (or deliberators) who receive the “private” information is manipu-

lated in two ways, corresponding to the game-theoretic and psychological theories

of information sharing. Consider item of information a. First, following the game

theoretic models, the composition of the committee is varied so that the committee

member who knows a has an incentive to share or hide the information. In the “In-

formation Holder In Majority” condition, one other member shares the preference of

7The other two scenarios are a town that must decide whether to expand its sewage treat-
ment facility to accommodate a new factory that might be built and a town that must decide
between two plowing contractors, one expensive and one inexpensive, in anticipation of either
light or heavy snowfall in the coming winter. Both are detailed in Appendix B available at
http://www.princeton.edu/~cdmyers/DCC_app.pdf.
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the member that knows a. In the “Information Holder Not In Majority” condition

the information is given to the committee member who is in the minority. This simple

manipulation, which preserves the relative balance of the committee, is sufficient to

test the model described above.

Secondly, the common knowledge effect is manipulated in two ways. The first

is the distribution of information; a is either known to all members of the commit-

tee before deliberation or it is known by only one member of the committee before

deliberation. However, this manipulation can not be fully crossed with the majority-

minority manipulation, since information that is held by all members of the committee

is clearly held by a member of the majority of the committee. Thus I manipulate

the common knowledge effect in a second way, by identifying the deliberator who

knows a. As discussed above, identifying an experimental participant who has unique

knowledge of some information essentially eliminates the common knowledge effect

(Stasser, Vaughan and Stewart 2000). Even if all participants do not know a piece of

information, telling them that that information exists (and is known by one of their

discussion partners) is sufficient for that information behave as though it were com-

mon knowledge. This “Expert IDed” manipulation allows for the complete crossing

of the common knowledge effect manipulation and the preference manipulation.

The result is five experimental conditions, outlined in Table 2. Inferences are

drawn by comparing deliberations where the same item of information is “private”

- only the participant (or participants) who have access to that information will be

changed. Specifically, the following relationships are predicted by the theories outlined

above:

• From the Game Theoretic Model: Greater information sharing in cell 2 then
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Information Holder in Majority?
No Yes

Information No 1 2
is “Common Yes - Holder is IDed 3 4
Knowledge?” Yes - Known by all X 5

Table 2: Five Experimental Conditions

cell 1, cells 4 and 5 than cell 3.

• From the Psychological Model: Greater information sharing in cell 3 than cell

1, cells 4 and 5 than cell 2. Same amount of information sharing in cells 4 and

5.

• Combined theory: Greater information sharing in cells 4 and 5 than in cells

2 and 3, greater information sharing in cells 2 and 3 than in cell one. Same

amount of information sharing in cells 4 and 5.

The combined theory makes no prediction about the relationship between cell 2

and cell 3. However, this relationship is still of interest, since it can suggest which

theorized impediment to information sharing causes the greatest problem. If there is

greater information sharing in cell 2, the common knowledge effect is not as great an

impediment as the strategic incentives of the game theoretic model. If the relationship

runs the other way, then the opposite is true.

3.2 Information

The signals described in the formal model are represented in the experiment by items

of information about the two candidates. This experimental set-up requires that the

signals have strengths that place the deliberation is region IV of Figure 1. Roughly
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speaking, this requires that both signals be fairly strong and of similar strength. In

the experiment, these signals are pieces of information about the two candidates that

favors the chances of one candidate over the other. Each signal contains positive

information about one of the candidates, implying that that candidate has a greater

chance of winning the election than his opponent (and will thus resemble the signals

discussed in the formal model). The items of information are advanced notice about

an upcoming newspaper endorsement and advanced access to preliminary fundraising

totals. The information is embedded in candidate biographies amidst several pieces of

neutral information that does not favor either candidate. For instance, the candidates

are portrayed as having similar past experience in public office, having attended

similar colleges, having similar families, and equal bases of support.

In conditions where there is an expert one of the manipulated pieces of information

is disclosed only to the expert. This information is presented to the expert as private

information that the other group members are unaware of. The piece that is shown

only to the expert is rotated, so that the strength of that information when it is private

can be compared to when it is public knowledge. Since the private information must

be something that the other committee members might plausibly be unaware of, both

pieces of manipulated information are somewhat non-public in nature.8

The simplest way to ensure that the items of information had the proper “signal

strength” would be to explicitly attach a particular value to each signal. For example,

the signal might say “Jon Smith will be endorsed next week by the Springfield Shopper,

an endorsement that gives him a 80 percent chance of winning the race.” However,

8For example, the fact that one of the candidates has a law degree while the other does not is
not a fact that could not plausibly be private information. However, the fact that one is about to
be endorsed by a major newspaper might be know to only a few people.
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such an explicit translation of events into probabilities seems unrealistic. More impor-

tantly, natural deliberation about the candidates is unlikely after the participants are

presented with such a stark statement. This would both harm the external validity

of the experiment and make testing the psychological theories impossible. Instead, I

establish the strength of the two signals by providing historical information about the

value of the signals (i.e.“The candidate receiving this endorsement has won in three

of the last four elections for county commissioner.”)

The background information for the candidate endorsement task is in Figure 2.

The private and public signals, enclosed in brackets in the text, are interspersed in

the neutral biographies. Here, the signals are opposed; the public signal favors Jones

while the private signal favors Davies. In the “known to all” condition, all deliberators

would see both pieces of information, with the private signal changes slightly so that

it is clear that all committee members are aware of it. In the conditions where

one participant has private information the private signal would be replaced with

a neutral statement that indicates that the information (in this case the newspaper

endorsement) is unknown, but that if it were know it would have a particular strength.

In all conditions, the valance and the signal that is private is randomized.

3.3 Experimental Procedure

Each session involves nine participants, five women and four men or four women and

five men. The session will consist of three rounds. In each round the participants

are rematched into new groups of three, and given a new decision task as described

above.9 No subject is ever be in the same group with any other subject more than

9As noted above, this task will not always be candidate endorsement.
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In this task you must decide to endorse one of
two candidates for county commissioner. Each
person wants to endorse the candidate who will
go on to win the election. However, each person
also leans towards one of the candidates. You
lean towards Mark Jones.

Candidate 1: Mark Jones

Mark Jones was born in Mercerville, a small town
in the western portion of the county. His mother,
a school teacher, impressed upon him from an
early age the importance of education. He gradu-
ated from Mercerville High School and attended
American University in Washington DC on an
Air Force ROTC scholarship. He served five
years in the Air Force, including combat missions
during the first Gulf War.
After leaving the Air Force he attended George-
town Law School and returned to the area to
set up practice in Springfield, the major city in
the county. Jones has served two terms on the
County Commission. He ran for state legislature
last year, losing in the primary to former mayor of
Springfield. Jones has been married for 14 years
to fellow lawyer Diane Reading, with whom he
has three children.
Jones launched his campaign for county com-
missioner last February, and has already shown
strong fundraising skills. He has used his connec-
tions on the county commission to raise money.
Jones is supported by a number of local politi-
cians, including the town’s Prosecutor and the
former County Commissioner. Jones’s campaign
slogan is ”Preserving a Better Tomorrow.” He
plans on focusing on his experience on the county
commission, as well as his long-standing ties to
the area.
Candidate 2: Tom Davies

Tom Davies was born in Cedar Springs, a blue-
collar suburb of Springfield. His father, a machin-
ist, taught him the value of hard work and ded-
ication. After graduating from Springfield High
School he enlisted in the Army, serving for 8 years
and rising to the rank of Staff Sergeant. During
his service he led troops in Bosnia and Haiti.
Davies earned a Bachelor’s degree while in the
Army from George Washington University. After
leaving the service he earned a law degree from
the University of Michigan Law School and then
moved back to Springfield and set up his own
practice. He won reelection to the City Coun-
cil twice, resigning last year to mount an unsuc-
cessful campaign for Mayor. Davies is married
to Amanda Dyson, a teacher at Springfield High
School, and has two children aged 8 and 10.
Davies announced his run for county commis-
sioner in March, and had been quietly raising
a considerable number of donation pledges for
months before then. {In fact, the committee has
learned that Davies has raised $50,000 to his op-
ponent Mark Jones’s $25,000. Four of the last
six candidates who enjoyed this sized fundraising
advantage in recent county commission elections
have gone on to win.} {You have recently learned
that the Springfield Shopper, the highest circu-
lation daily newspaper that reaches about three
quarters of the county’s population, has decided
to endorse Davies. The candidate receiving this
endorsement has won in two of the last three elec-
tions for county commissioner. The other people
are not aware of this information} Davies is run-
ning on a platform of ”Our county, Our tomor-
row.” His campaign focuses on his knowledge of
Springfield’s people and problems, as well as his
military service.

Figure 2: Sample Candidate Biographies
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once. Each session provides nine group-level observations per session

Participants begin the experiment by reading the information provided to them

about the decision task; in the case of the candidate selection task, this is the can-

didate biographies. After reading the information, I administer a pre-deliberation

questionnaire will make sure that participants have learned the information they

are supposed to use in deliberation and measure their beliefs about the chances of

each candidate before discussion begins. Next, participants deliberate and come to

a decision by majority rule. After deliberation, they are asked to complete a post-

deliberation survey. After all sessions are finished participants complete a demo-

graphic questionnaire and will then be paid. Deliberation is voice recorded.

3.4 Results

I begin with an analysis of the decisions made by groups. Ideally, the information

environment in which a group deliberates should not effect the decision made by the

group. In other words, groups that deliberate when all information is public should

reach the same conclusion as when some information is private and that information

is held by a group member who is in the minority. However, the theory discussed

above suggests that this will not happen.

Table 3 shows the percentage of groups in each condition that reach the “correct”

decision. Note that in this context “correct” means simply the decision that maxi-

mizes the earnings of the members of the majority - in other words, the decision we

would expect the committee to make given complete information. As expected, all

groups in conditions 4 and 5, the conditions that mimic complete information, make

the “correct” decision. In condition 2, where strategic incentives suggest that infor-
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Information Holder in Majority?
No Yes

Information No 60 80
(n = 5) (n = 5)

is “Common Yes - Holder is IDed 80 100
(n = 5) (n = 7)

Knowledge?” Yes - Known by all X 100
(n = 5)

Table 3: Percentage of “Correct” Decisions

mation should be shared but psychological theories suggest incomplete sharing, only

four out of five groups reach this decision. The same number come to the “correct”

decision in condition 3, where psychological theories predict full sharing but a strate-

gic incentive makes it hard for the participant with secret information to share it.

Finally, in the condition where both psychology and game-theory predict incomplete

sharing only three out of five groups reach the correct decision. These differences can

be attributed to the shifting information environment, though the small sample sizes

mean that these differences are not statistically significant. These results suggest that

altering the distribution of information can change the decisions groups make even if

the information itself does not change. Further, they suggest that both theories as to

why this might happen are correct.

Can we see these effects in the content of group discussion? To test this, I look

at the number of times each item of information was mentioned in group discussion.

Table 4 shows the bias in favor of discussing public vs. private information in each of

the experimental conditions. The statistic shown is the average across all observations

in each condition of the following:

Number of Mentions of Public Information−Number of Mentions of Private Information
Total number of Mentions of Both Items of Information
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Information Holder in Majority?
No Yes

Information No .33 -.22
is “Common Yes - Holder is IDed -.26 0
Knowledge?” Yes - Known by all X -.13

Table 4: Weighted Difference in Mentions Between Public and Private Information

Roughly, this shows the bias in favor of discussing public information weighed for

the total amount of discussion in each group. A score of 1 indicates that the private

information was not mentioned, with a 0 indicates that both items were mentioned

an equal number of times.

Here, the results are mixed. Consistent with theory, groups in condition 1 show

a strong tendency to discuss public information more than private information while

groups in condition 4 showed no bias in their discussion. However, groups in con-

ditions 2 and 3 tended to discuss private information more than public information,

contrary to theoretical predictions.

Given the small sample sizes, these results are highly preliminary. Additional

analysis will include more careful coding of the discussion to provide a more precise

measure of how often each item of information was discussed, as well as the manner

in which is it was discussed.10 I will also make use of measures of altruism, need for

cognition, and demographics to see the impact of these factors on the willingness to

share information.
10For example, a group might discuss whether information from a member with a strategic in-

centive to lie could be trusted. This would show up as a large number of mentions of that item of
information without the information actually being conveyed in deliberation.
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4 Conclusion

Like all normative theories of government, the theory of deliberative democracy aims

to affect how collective decisions are made. More importantly, theories like delibera-

tive democracy grant legitimacy to collective decisions that meet the procedural and

substantive demands of the theory. But unless we understand the how these theo-

ries function in the real world, we risk granting legitimacy to decisions that do not

deserve it. This experiment tests whether a key part of deliberation, the exchange

of information, functions sufficiently well to legitimize decisions made by deliberative

processes.

This question is a key point of contention between positive and normative theorists

of deliberation. Positive theorists argue that the strategic incentives embedded in

communication make it difficult for deliberation to function properly (Landa and

Meirowitz 2003). Normative theorists, when they reply to these claims, tend to argue

that the sparse, stylized models of game-theorists can tell us little about how actual

people deliberate. The solution to this conflict is to bring empirical evidence to bear.

By embedding strategic incentives in a more natural communication environment, I

hope to provide such data.

Initial results suggest that deliberation can not be counted on to make efficient use

of information is all cases. Moreover, this inefficiency is biased in that information

held by certain parties is less likely to me used than other information. In particular,

groups make different decisions when important information is held by fewer members,

and this effect increases when the people who hold the information is a preference

minority.
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